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MOTIVATION
▶ Lack of medical specialist
▶ General Practitioner need AI for more accurate diagnostic

VQA-MED DATASET
▶ Applying several filters to select relevant images and associated

annotations;
▶ Creating patterns to generate the questions and their answers.
▶ The test set was manually validated by two medical doctors.
▶ The dataset is publicly available.
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MODEL

The pipeline for VQA

MFB with Co-Attention network architecture for VQA.

RESULTS
Team Halim (Fukui et al., 2016) and team UMMS (Shi, Liu, and
Rosen, 2019)

▶ The good performance on Modality question is due to the fact
that the number of class here is reasonable (44 classes) and
the frequency of each class on the dataset is at least 43 times,
which make the model learn to know how to predict each of the
class answer.
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